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Section 1: Introduction 

We will describe in this paper the design of a 
powerful new high level trigger processing system that 
is flexible enough to be used in a wide variety of high 
energy physics applications. The system is based on a 
newly evolving technique of using large fast access 
memories as table look-ups in place of combinational 
logic. It uses high speed emitter coupled logic (ECL) 
and memories and is capable of making trigger decisions 
requiring complicated calculations in a few microsemtir 
It is totally modular in concept representing an exten- 

sion in power and flexibility of NIM fast logic philos- 
ophy r&her than a fast reduced capability version of a 
small conputer. This system has no computer like pro- 
gram counters, clocks, instruction registers, etc. 
which unnecessarily slow down fast trigger decision 
logic. Programming the processor is done by cabling 
wdules together at the front panels, as in NIM fast 
logic, and by loading control information into modules 
via C!V.AC. The modules operate in an unclocked, non 
handshake mode. Far uwe powerful than fast logic, 
these lulodules operate on multi bit words, finding 
tracks, calibrating pulse heights and computing compli- 
cated functions. Single module operations typically 
take 50 nanoseconds. Modular RAMS (Random Access Nemo- 
rips) allow table look-up of arbitrary functions. They 
are also used to control program flow. aborting pro- 
cessing when certain conditions have been met, for 
example. These RAMS may be loaded and checked through 
CAMAC. Simple logic functions (ANDs and ORs) are han- 
dled with General Logic Modules. 

All internal data is transmitted using differen- 
tial ECL drivers and receivers over single and multi- 
conductor twisted pair cables. Hard wire fanouts are 
not permitted. However, many modules provide buffered 
outputs of input data allowing fanout via daisy-chain- 
ing of modules. 

Although the system operates in a high speed un- 
clocked mode. system algorithms may include hardware 
processing of nested loops, conditional branching and 
subroutines. operations normally associated with serial 
computer-type processing. Unclocked operation means 
that each module only waits for data specifically re- 
quired at its inputs; thus Processing is completed in 
the !,hortest possible time. Operation is controlled by 
a system of Ready lines. When all required input 
Rendys to a given module are set, the module starts its 
operation. Vhen a module has completed its operation, 
the imdule sets its output Ready line. In almost all 
applications. inter mOdule timing need not be a concern 
of the user. The difficulties of timing between two 
asyncbronous loops. with one loop feeding data to the 
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other, are handled automaticallv by the Stack module . 
functioning as a FIFO or a randomly readable buffer. 
The user nred only interconnect modules to set up the 
desired algorithm and load memories with appropriate 
functions and tables. 

To permit system testing. nearly every intermodule 
data path can be monitored or controlled by CA&X read 
and write comands. The system is packaged usicg 
CAMnC hardware and a modified CANAC crate with an ECL 
backplane and a Cmv\C TTL to ECL translator in slot 23. 
As seen from the host computer the system responds and 
transmits according to CAMAC standards. 

A total of eighteen different modules have been 
designed. These include ten general purpose modules 
of varying complexity such as Emory Look-Up, Data 
Stack, General L.ogic. Fan Out and level conversion 
modules. There are four test wdules. three limited 
purpose modules associated with track finding, and one 
special purpose nodule relevant only to the initial 
experimental application of the system. Many of these 
modules will be described in the following sections. 
Further details and full documentation on the modules, 
hardware. etc., nay be found ir, CCL/CA!%C Triqqer Pm- 
ccssorstem Docullwntation Fermilab Technical 0~10 
7777721. 
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A multi-level triggering philosophy is fundarenlal 
to the concept of powerful modern trigger processing. 
Conventional NIM logic is used to make a loose "low- 
level" trigger on a time scale of 1100 nsec. This 
trigger is used to gate data recording electronics sfxh 
as CAMAC AD&. TDCs. lstches, etc. If the low le./e1 
trigger rate is kept below lO'/sec, for example, then 
high level decisions on whether or not the data should 
be recorded by the computer may take as long as 1Ojsec 
resulting in only 10X dead time. This is long enwgh 
for very sophisticated computations, using the fast 
integrated circuitry and memories now available. to 
reduce the data recording rzte to th? order of 103 
events/set. If the high level trigger decirion is 
negative a clear signal is sent to the C&AC Iatz rec- 
ording electronics. Most modern conmwcial C&:X 
modules are capable of a fast clear in 1-2x.w. The 
trigger processing system described in this paper is 
designed to make high level trigger decisiorfs oi this 
type. In its initial application, to be described 
below, the processor will trigger experiments in the 
Tagged Photon lleam at Fermilab. At maximum rates in 
this beam there will be no more than 6000 hadron pro- 
ducing photon interactions per second. The background, 
some 2000 times larger, is electron pair production. 
Experience with the medsvrement of the total hadronic 
photon cross section allows a straight-forward low 
level NIM trigger of all hadronic interactions with 
little pair contamination at '_ 6000.triggers/second. 
This trigger is described elsewhere in discussions of 
the photon total cross section experiment.' The trig- 
ger processor, in the worst case of this application, 
thus has 16usec (for 10% dead ti@) to select a sub- 
set of interesting events to be recorded on tape from 
all the hadronic photon interactions triggered by the 
NIM logic. 

An Application Example: 
TheTaqsed Photo11 Specttweter 

'The processor has been designed as part of the 
Tagged Photon Spectrometer now under construction 21. 
Fermilab.' The forward part of the spectroneter con- 
sists of two large magnets, drift charrbers. segmented 
Cerenkov Counters. a large area segmented shader 



co~lnter. a hadron calorimeter and u identifiers. The 
initial epplication of the processor will be triggers 
based an the recoil system. We will use this applic- 
ation ai an example showing the broad flexibility of 
the processor system. The recoil system is shown 1" 
cross szctional views in Figure I. It consists of 
three concentric. twwnleter long, cylindrical multiwire 
proportional chambers (MWPC) surrounding a hydrogen 
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Recoil System 

target (which may be up to 2 m long). To simplify 
track co-putations, the target'to inner chamber dis- 
tance is equal to the inter chamber spacing. Surraund- 
ing the %PC are scintillation counters in 15 azimuthal 

sections and four radial layers. The inner two layers 
are plastic and the outer twc are liquid. In the I:;:PC 
the anodes run parallel to the target, spaced every 
few millimeters azimuthally. The outer cathodes of the 
MWPC consist of n:ylar on which a grid of wires has 
been wound and glued at 3rm spacing. The mylar is bent 
and glued to the inside of a honey comb support 
cylinder. Thus the wires, which run in circles perp?n- 
dicular to the beam, measure Z the distance along the 
beam line. The signal induced by charge flowing 
toward the anode is read out on these cathode wires. 
The wire chambers provide a means for measuring the 
polar angle, 0. of tracks recoiling from interactions 
in the target. The energy deposited by particles 
traversing the scintillators is also measured. Recoil- 
ing protons of typical angle with kinetic energy 
between about 50 and 250 MeV stop in the scintillator 
and thus their total energy, E. is readily measured. 
With somewhat more difficulty the energy of protons 

over 250 MeV can be determined from the% information 

measured in the scintillators. This inforrcation can 
also be used to identify the recoiling particle as d 
proton. Even if nothing is measured directly in the 
forward going system, x, in yp + xp, the missing mas. 
Mx, can be computed from the measurements 
of the recoil proton E and 0 if the photon energy EY 
is known. Ey is measured by the photon tagging system. 
system'. 

The trigger processor system will be used first 
to select events with only a proton in the recoil 
detector. This strongly enhances the sample of dif- 
fractively produced forward forward going states. Then 
the processor computes the missing mass and triggers 
on a selected range, for example to enhance diffracti,&? 
charm events, 4 < M, < 5GeV. The system is capable Of 
handling a reasonable number of spurious tracks (6rdys) 
and secondary interactions. It is estimated that an 
average of 1%~ will be required for this trigger. 

Briefly the recoil trigger systein will operate 
as follows (refer to Figure 2). tlata from the K;IPC is 
transmitted to the processor. The Track Finder sub- 
system scans all MWPC hits searching for those that 
form a straight line, called a track, in the three 
chambers. When a track is found, its slope (3 = coto) 
and intercept with the target center line, the vertex 
(V ), arc computed and stored. As soon as tracks 21-e 
aviilable another loop of the processor associates 
each track with one of the 15 scintillatar sectors. 
This is done by computing the projected 2 coordinate 
of the intersection of the track with the inner scin- 
tillator ring and comparing with end to end timing 
measurements of hits in the inner scintillators. The 
timing measurement gives the 2 position of tracks in 
the scintillator to + 1 inch. If a match is found, 
the sector number is-determined. At this point, digi- 
tized pulse heiyhts for all scintillators have alreedy 
been stored.3 The sector number is used to select the 
four scintillator pulse heights for the sector that 
the track passed through. The pulse heights are cali- 
brated into units of energy. This information is the 
energy deposited in each scintillator and is examined 
first to check for consistency with proton energy loss 
patterns and then to determine the track energy. There 
is now enough information to compute the missing mass 
for this track. However. all relevant tracks are 
;;;;b$ed. The track from the most upstre,am vertex is 

. If there is one and only one proton track 
from the most upstream vertex the processor computes 
Mx and generates one or more trigger signals if MX 
falls in one of the predetermined ranges. 

We now turn to a detailed description of the 
Trigger Processing System. As the various modules and 
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subsystems are described. details of the recoil trigger 
will be explained as examples. 

required on each module to interface to the CAMAC 
system and translate from ECL to open-collector TTL 
signals. 

Section 2: Packaging 

The problems associated with packaging of elec- 
tronic circuitry are quite often grossly underestinxted. 
The foremost design objectives of the trigger processor 
were that it be fast and that the design be general in 
nature so that the hardware will bc both easily addpt- 
able to the dyna!nic requirements of ongoing experiments 
and reusable and mass-producible for future experiwnts. 
These goals dictated a modular syster implemented with 
high-speed ECL technology. In addition, data usually 
is read from different sources and several modules 
require two way communication with the host computer. 
Because of the processor's size and complexity, it was 
necessary to provide easy mechanisms for both on-line 
and off-line diagnostics. These additional require- 
ments and the general availability of CAMAC hardware 
and softi:are led to the packaging scheme shown in 
Figure 3. Standard CAIN parallel Branch Highway hard- 
ware is used along with Fermilab-Standard software 
CAMC 113 routines. 

~CAW?C Crate and Power Supply 

The ECL CAIN crates differ from standard CAVAC 
crates o~>ly in the backplane and the method for con- 
necting the crate to a power supply. The standard TTL 
crate hackplane has been replaced by a single-ended 
IOOfi CCL hackplane. Only the low order sixteen read/ 
write data bits are used. The TTL to ECL translation 
is don? hy a nadule in slot 23 thus allowing standard 
Type A CC:'..,C crate controllers to be used. The trans- 
lator module additionally functions as a Dataway Dispby 
module for local diagnostics. If the CAIN backplane 
had not been changed to ECL, many additional integrated 
circuits, over twenty in mne cases, would have been 
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Figure 3 

The ECL CAMAC power supply consists of four com- 
mercial supplies packaged ir. a nineteen-inch, rack- 
nnuntable case seven inches high. The voltag? outputs 
and current capabilities WE listed in Table 1. 

~~~ 

TABLE 1 
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The p":rer supplies are all overvoltage and overcurrent 
protected; the -5.2V and -2.01' Su~plics are remote 
sensed at the ECL crate backplane. 

The crate and pcver Supply are cooled by forced 
air fr"r! external fan?. Maximum allowed power dis- 
sipation per double-width module is SO watts and per 
crate is 500 watts. New modules should not dissipate 
rare than j0 watts per single-width of front panel 
space. 

ECL C.!$!X :,!"dule Construction Techniques 

O'ding to the high-speed properties of ECL-10000 
circuitry, all system modules were constructed using a 
microstrip technique, i.e., wire "VW a ground plane, 
t" provide nearly uniform signal transmission charac- 
teristics within the modules. The three module con- 
struction techniques used in the project pi-e described 
and cc::?dred below. 

An ECL wire-wrap CAMAC kludge-board was designed 
for the project. It has space for up to 62 sixteen 
pin ICs of which up t" eight may be replaced with 24 
pin 1Cs. Ilost modules needed in low quantities 
(including diagnostic modules) were wire-wrapped using 
this board. The characteristic impedance of signal 
lines "n these wire-wrapped boards varied from lOOn 
to 14W; 12K1 terminating resistors were used. 

liodules required in larger quantities and design- 
ed in the project's early stages were constructed using 
three-layer printed circuit (PC) boards with the mlddle 
layer a ground plane. Power distribution for these 
modules is by mini-busses above the board. The charac- 
teristic impedance of signal lines on these boards 
holds fairly constant at lOCKI (i.e., two oz. copper, 
ten mil signal line width and l/32 inch from signal 
line to center ground plane). This method of construc- 
tion hns two disadvantages. First, due to high-speed 
requirements, signal paths should not contain forks 
which ?dd long stubs t" the transmission lines. Signals 
must flw from a driver to the first receiver, then to 
the next receiver, and so on to the terminating 
resistor. This requirement limits the number of ICs 
on a given PC board area t" roughly 60X of the number 
"n a conventional TTL design. The second disadvantage 
is that unless the circuitry is minimal, short stubs 
cannot be avoided when taping an ECL PC board. Thus 
speed is unavoidably degraded. 

A third and relatively new ConstructiOn method. 
suitable ror low to medium quantity board requirements, 
was used. This method uses a two-sided power and 
ground plane PC board each side covered with a thin 
materirl adhesive on its outer side. Circuitry is 
wired P?int t" point by a machine laying small in- 
sulated wire in the adhesive. The material thickness 
determines the spacing between the circuitry and Signal 
ground 2nd thus the characteristic impedd?cc. This 
ttlcijniql,e is called "multi-wire" and provides the best 
envir"n,Tent for high-speed ECL circuitry. There are no 
transmission line stubs and the characteristic imped- 
ance "f signal lines again is fairly constant, Multi- 
wire boards generally hzve a nominal impedance of 5611 
but this can be different if so desired. Table 2 cam- 
pares the relative parameters of the three constructun 
techniqses. 

I 1 I 
TABLE 2 
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Module Interconnections and 
Asynchronous Timioq Reqljira 

The ease of interconnecting modules along with 
the ability to program modules via CAKAC helps meet 
the design objective of flexibility. Flexibility is 
necessary so that the processor system will be adapt- 
able to future needs and to the dynamic requirements 
of ongoing experiments. All interconnections between 
trigger processor modules and almost all intercon- 
nections between these modules and other experimental 
electronics is via ECL differential drivers and 
receivers. All interconnections are made at the 
nlodulcs' front panels using 1lOn multiple twisted-pair 
ribbon cable with industry standard flat ribbon con- 
nections for data and llOR single twisted-pair cable 
with LEMO connectors for input Ready strobes. 

Since the system is totally asynchronous (i.e., 
not sequential) one need only connect the desired com- 
bination of data signals and their accompanying input 
Ready signals to the input connectors. Critical tic- 
ing problems are thus non-existent. It takes only d 
few minutes to assemble the necessary specially con- 
figured ribbon data cables, using mass termination 
techniques. Thus, much like the HIM standard used 
heavily in high-energy physics experiments today, 
quick physical rearranging of modules and data inputs 
and outputs is possible with this hardware. 

Section 3: The Modules 

As stated previously, an important objective of 
the trigger processor project was to design the 
nodules, as much as possible, to be fast but general 
in nature so that they can be both reused and mass-- 
produced for other experiments. The following sub- 
sections will give a brief overview of all the modules, 
detailing a few modules and showing that this objec- 
tive was met. 

Module Suitmar~ 

Table 3 summarizes the modules designed and built 
for the first application of this trigger processor 
system. 

Of the eighteen different types and 108 modules 
built, sixteen types and 102 modules are general in 
nature and can be used in other experiments, eliminat- 
ing the major portion of project design and develop- 
ment time. 

All modules were specified and designed so that 
they could be computer diagnosed either individually 
or as part of subsystems or as a complete system. 
Additionally all subsystems and the system as a whole 
can be single-stepped by the host c"mputer providing 
an additional level of diagnostic capability. These 
testing mechanisms make it easy to uncover failures 
both inside modules and in connecting cables. Routine 
monitoring of system operation during experimental 
running can be handled by the host conlputer. IManitOr- 
in9 and diagnostic software are discussed further in 
a later section. 

Several of the system's importdnt modules as ~11 
as the track finder subsystem will now be described. 

Memory Look-Up f,:odulc - 
The llcart of the Triqqer Processor 

The Memory Look-Up module (MLU) is a high-s???; 
table look-up device. The availability of high densits 
fast, low c"st solid state random access mcmorlct 



I Aooroxlmatb 
Nodule Name %S Cost 

COnStruCtlOn 
quantity Width Technique Remarks 

TTL/ECL Level Translator 
:: 

$ 275 
Memory Look-Up 

Three-layer PC General system rrodule 
1200 Three-layer PC General system module; 

ECL CAf'AC Test Module 
up to 16 4096-bit RAMS. 

4 150 Wire-wrap General test module. 
Stack 12 500 Multi-wire General system module, 

32 X-bit words. 
Active Extender 2 

4;: 
Wire-wrap General test module. 

PWC Data Receiver/ 1 
Centroid Processor 

Wire-wrap General system module. 

PWC Test Transmitter 2 300 Wire-wrap 
Do Loop Indexer 2 275 Wire-wrap 

Specific test mdule. 
General system module; 
processes as data is 
received. 
Somewhat specific but 
easilv anolicable to dil 

Track Finder 

Do Loop Controller/ 
Test Transmitter 

Quad Scaler 

Vertex Parameter Module 2 275 
General Logic Module 16 225 

4 1050 2x2 Wire-wrap 
:_ 

3 150 

a 525 

2 

2 

2 
1 

Fan Out E:odule 
TDC Data Receiver 
Input Level converter 

output Level Converter/ 
Trigger Module 

Signal Monitor 

a 75 
2 100 
2 200 

2 100 

2 100 

: 
1 

2 

2 

Wire-wrap 

Multi-wire 

Wire-wrap 
Three-layer PC 

Two-sided PC 
Wire-wrap 
Comnercial CAt%C 

Wire-wrap & 
Two-sided PC 
Wire-wrap 

few& g&entries; two 
modules. 
General system and test 
nadule. 
General system module; 
bne to four bit inputs. 
Specific system module. 
General system module; 
equivalent of several 
NIM modules. 
General system module. 
General system module. 
General system module 
NIM to ECL converter. 
General system module, 
ECL to NH converter. 
General test module. 

TABLE 3 

(mr)makes it possible to precalculate functions of 
arbitrary complexity,store results in tabular form, 
and,when needed, access the appropriate location in 
memoryto obtain a real time answer in 50 nsec or less. 
At this writing the cost of 35 nsec, 4096 bit ECL RAMS 
is down to one cent per bit. In high energy physics 
and other applications mow and more complicated high 
speed functions will be handled with programmable 
memory chips rather than with fixed hard wired logic 
circuits. 

The MLU is designed to bring the ability to use 
modern high speed memory to the high energy physics 
user in a flexible and easy to use package. It is an 
extremely general device, whose function can be trans- 
formed completely through downloading from the com- 
puter. It accepts 5 16 bits of input which is used 
to address the internal memory. The number in the 
addressed word of memory is the MLU output. With the 
MLU the designer obtains the little box often portray- 
ed in beginning calculus classes - the general function 
machine into which one inserts a vector within the 
legal domain and obtains a vector result which may be 
arbitrarily defined within the legal range. We are 
still learning how to use this generality most effect- 
ively. For instance, we have found it useful at many 
pointr to characterize data fields using unusual 
scaling - neither linear nor logarithmic. A two bit 
field may have four possible states mean 'less than 2'. 
'2 throuyh IO', '11 through 30'. 'wry big'. Note 
that both input and output data fields may include 
several variables allowing multi-dimensional functions. 

Each MLU contains either 16384 bits (using 16 IK 
RAMS) or 65536 bits (using 16 4K P&MS). This memory 
may be organized in five different ways: the organiza- 

tion is selected by a front-panel switch on the NLU. 
The output words may be 1, 2. 4, 8 or 16 bits wide. 
As the output word length increases, there are COT- 
respondingly fewer words provided and consequen:ly 
fewer address (MLU input) bits. Table 4 sulrmarizes 
the options: 

Output Word Input Address 
Width Width Maximum Address 

16 12 (10) 4096 (1024) 

8 13 (11) 8192 (2048) 

4 14 (12) 16384 (4096) 

2' 15 (13) 32768 (8192) 

1 16 (14) 65536 (16384) 

TABLE 4 

Quantities in parentheses refer to t!LUs irith 1K 
RAMS as memory. 

Each MLU has several input Ready lines. Each 
module contributing to the EILU input indicates that 
its portion is valid by driving an input Ready line 
true. (Unconnected input Ready lines are considered 
true). When all inputs are valid, output data is gw- 
erated and d short time later output Ready is signaled. 
The time from the last input Ready to output Ready is 
typically 35 ns far nodules having IK RIW(s and 50 ns 
for modules with 4K RAMS. Removing dny input Ready 
drops output Ready. but the data stays valid until 
input data is changed. 

Although the output word length is selectable, 
loading and reading an MLU through CA&U is always done 
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using 16-bit words. Software i5 being written to load 
PLUS which will make it unwcessary for the physics 
user to know the internal wxry organization. The 
user need only specify which bits in the input and out- 
put parts are used for various data. and write d Fortran 
subroutine which returns the output vector given an 
input vector; the program will deliver a table of 
"u+e!'s suitable for loadin: directly into the MLU. 
Other routines load the nursers from the table intO the 
t%" and read back the mimbers as a check. 

In concluding this section we 1iSt examples of 
I,liU applications that demonstrate its versatility. 

Fast time or pulse height calibration. 
High speed arithmetic (+. -, x. ;). 
Process control. 
Conditional branching. 
Trigonometric and logarithmic function. 
Single wdule. programmable, timing independent 

replacement of conventional experimental NIM 
logic. 

Later we will discuss specific applications of the MLU 
in the Recoil Trigger for the Fermilab Tagged Photo" 
Spectrometer described earlier. 

The Stack 

The stack was designed to store blocks of data 
k'hich could be sequentially or randomly accessed 
asynchronously with write cycles. The data written 
into the stack is often raw data coming from various 
detectors such as multi-wire proportional chambers and 
scintillation counters whose outputs have been convert- 
ed to digital signals. The Stack may also be used as 
a FIFO buffer b?tween asynchronous loops. In such 
cases the data stored is output from other modules such 
as the IILU, Track Finder or anywhere fast access data 
storage is required. 

Each module is capable of storing thirty-two, six- 
tee" bit words. Several modules may be used together 
to expand the storage in either the word or bit direc- 
tion. 

Data is written into the Stack by presenting it at 
the k!rite Data (HO) input sinultaneously with n data 
valid signal at the Sequential Write Peady (SNR) input. 
Each S!,IR strobes in data and increments the write 
address pointer in preparation for the next write. 

Data can be read from the Stack either seque"tiiiIy 
or randomly. A random read is executed by supplying a 
five bit address to the Read Address input simulta- 
nesouly with a signal at the Random Read Ready input. 
This action cdues the Output Ready signal to disappear 
follo;,ed by the appearance of the requested data at the 
Read Cata output and the reappearance of the Output 
Ready signal indicating valid data. 

A sequential read is initiated by a signal at,the 
Sequential Read Ready input. The output response Is 
similar to the Random Read except that the read address 
coxs from an internal counter which is incremented 
when the Output Ready goes high. 

Since the internal RAH is d single access loemory, 
logic in the rodule sorts out the write requests and 
the two types of read requests and Stores them Until 
they csn be handled. The stack alternates betweer' 
reads and writes when both are present by Setting prior- 

ity for the next request based on the type Of request 
currently being serviced. For fast uninterrupted block 
writes to the stack, a read inhibit line is provided 
which locks out random or sequential reads. 

It is expected that production versions of this 
module will be able to store data in intervals of about 
25 "sec. The intervals for reading are expected to be 
about 33 "sec. 

DO LOOP Indexer 

This rodule acts as a controller that cycles 
through all values of ti:o indices (I, K) much like a 
Fortran DO loop except that the upper limits may in- 
crease while the loop is in operation. Each pair of 
I > 0, K > 0 (or Will(I) as explained below) up to the 
upper limits at the end of data transmission is pre- 
sented on the I, K outputs once and only once. Upper 
limits at any moment are flagged externally by signals 
at the 1 Too High (ITH) or K Too High (KTH) inputs to 
this module. A K Too Low (KTL) input is also avail- 
able to set the K lower limit (KMIN(1)) for all higher 
1. KTL is used, for example, to avoid wasting time on 
backward tracks as discussed in the next section. The 
module is able to control the random read of data from 
two stacks (for track finding, for example) while the 
stacks are still being filled with data (from WPC 
readout, for example). A desciiptian of the use of 
this nodule in the Track Finding Subsystem may be found 
in the following section. 

At the beginning of each cycle the module examines 
the input control bits (ITH, KTH. CONT. KTL, etc.). 
Using backing registers it quickly outputs new indices. 
Simplified, the algorithm followed is this: 

1. If neither ITH or KTH is true but CON1 is WC- 
eived. then the new I is equal to the old I 
and K is incremented. 

2. If KTH is true but ITH is not. I is incremented 
and K is set back. For an I that has never 
been tried before, K is set to zero; for an 
that has already bee" partially examined, K is 
set to the value of K that last caused KTH to 
be set. No I. K pair will be transmitted wice 

3. If ITH is true, I is set back to zero and K is 
set back to the last value of K tried on the 
previous pass at this I. If all data was in 
the last time I kids set back. then the pass 
thru all the indices just performed is the 
last required, and ITII will cause a DONE siscal 
No more ilidices will be sent. 

De Track Finder Subsystem 

The Track Finder Subsystem was designed to find 
straight line track segments from particles traveling 
through three evenly spaced wire chambers. These may 

be planar oi- concentric as in the recoil system describ 
ed earlier and shown in Fioure 1. The three chalrbers 
measure the coordinates of-the points where the chambers 
are crossed by a particle trajectory, 2'". ZJm'd, end 
Zout, respectively. The system can als 

6 
6 be used with- 

o t chanse to correlate hits in U, V, X wire chairber 
system?,-where U and V refer to coordinate axes typical- 
ly t20 from X. The Track Finder Subsystem is shovn in 
Fiyure 4. In the recoil system several wires fire at 
the site of each hit. The readout circuitry for each 
chamber provides a liit of hits, characterized by the 
number of adjacent wires in each cluster and the posi- 
tion of the center of the cluster. The Track Finder 
accepts this as data and outputs a list of tracks fowd, 
characterized by the slope of the track (cot 0) and * 
position of its intersection with the beam line, the 
assumed interaction vertex (V,). 

The centroid address and widths of groups of wires 
whichhave been hit during the current event are 
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Figure 4 
Track Finder Subsystem 

transmitted at rates up to one hit per 80 nsec to a 
PWC data receiver/cent&d processor module. Details 
of the PWC data transmitter designed at Carleton Univ- 
versity hv L. Bird and W. Ferguson will be described 
elsewhere. The PWC data receiver processes the 
centroid/width data. sorts it according to which 
chamber it came from, and creates hit information for 
the trigger processor. The PWC data receiver sends 
the I and K hits addresses to stack modules where 
they are recorded in ascending order. Hits from the 
middle chamber (J) are sent to a hit array in the 
Track Finder module. The Do Loop Indexer module 
selects indices I and K and presents them.as Random 
Read Addresses to two Stacks containing Zin and Zpt 

which are then presented to the Track Finder Module. 
The latter module then calculates 

paid = (2;" + z0,ut)/z 

which is the projected location in the middle chamber 
if t$is I, K corresponds to a track. As middle chamber 
(23' ) data is received it is used as a l&bit address 
to a 4 X 768 bit RAM called the hit array (H(Zy'd)). 

This location is loaded with H(Zyid) = I,,, a 4-bit 

number (never 0000) that increments on each event and 
acts as an event idenrifier. After the projected mid- 
chanter position (Pzmld) is calculated it is used to 
address the hit array. If H(PZm'd) = I (for the 
present event). a track is found and th$"following 
quantities which have been simultaneously computedare 
presented to two stacks which act a.5 a FIFO buffer to 
the rest of the system: 

a= Z;Ut - Zi" (the track slope) 

I 

1 a>0 

sa = 0 a<0 

and 

vz = 
321” _ Z;“t 

+ OFF 

2 

Vz is the Z coordinate of the track intercept with the 

beam at one chamber spacing unit inside the inner 
chamber. OFF is an alignment constant settable via 
onboard switches which must be set 50 V > 0 for good 
tracks. 'These quantities are computed s?multaneously 
with PZmid and are available as soon as the track dcc- 
ision has been imade. If V-0 the track is vetoed. For 
each J centroid received the PWC Data Receiver module 
can be programmed to load ii~re than one coordinate 
into the hit array. This provides the ability to 
adjust the track finding criterion to correspond to 
wire chamber measurement resolution. This module is 
also capable of being programmed to treat EIWPC cent- 
roids with large widths (several wires on) as more 

than one hit and to add an alignment constant to the 
coordinates of J hits. 

Data is being received by H(Zyid) and the Zi", 

Zout stacks simultaneously with the track processing 
0 eratiOns described above. The chamber data must be b 
loaded into the stacks and hit array in an ordered 
way (VPstrcam first, downstream lest. for exa-?ple). 
If PT'd is greater than the rrast recent (and largest) 

Zyid received by the hit array. KTH (K Too High) is 

set to :I. If the Do LOOP Indexer has attempted to 
index either stack beyond data received the stack will 
raise its Data Exhausted (DE) level. This is received 
by the Track Finder module and ITH (I Too High) or KTH 
will be raised, as appropriate. These signals are 
used by the Do Loop Indexer to determine the next 
indices. In addition if a switch selectable option is 
chosen, KTL (K Too Low) will be set and tracks ignored 
if a < amin a parameter which rxy be set via on board 
switches. fhis allows quick wjection of uninterest- 
ing tracks. If a track is found or, if not found, 
and none of the KTH. KTL, ITH conditions exist, then 
CONT (continue) is set to instruct the Do Loop Indexer 
to proceed. 

The wason the hit array is 4 bits wide (illstead 
of 1) is that large fast RAYS have no general clczr. 
Thus to clear the hit array corD1etely would take 76.8 
loads. Even at 15 "SEC each this :;ould take over 
10~s~~ and cause an unacceptable d?ad time. Instead 
roughly l/15 of the array is cleared after each event. 
Since there are 15 event identifiers (Iev) all laca- 

tions of the array with I,, frc:! the last tire a given 
1," was used will have been cleared before the same 
lev is used again. 

The time taken by the Track Finder Subsystem loop 
(which includes index generation, Zin end Zout stack 
access time and the Track Finder I:jdule processes tixe) 
is approxiiwaely 110 - 120 nsec if the indexed data is 
available from the stacks and 70 njec if not. 

There are &iO aspects of the Track Finder dcrign 
which contribute to its relatively high speed over- 
ation. First is the ability to Start processing IwC 
hits before all the hit data has been received. The 
Do Loop Indexer is capable of keeping bp with contin- 
uously changing upper limits as th? data co-?: in. 
Secorld is the use of the hit array and looping over 
only two indices rather than three. If there are as 
many as 10 hits per chamber and a typical cycle takes 
approximately 100 nsec, the processor tlkes l@~.ec 
using two indices, 100usec using three. 

Quad 4-Bit Scaler 

This nodule is intended for scaling of internal 
operations and loops as well as the frequency of 
occurance of various internal conditions. Examples of 
the latter in the recoil trigger are failed tracks. 
non-proton tracks, and the number of different vertices. 
The results may also be transmitted via CAUX on each 
event to the on-line computer to monitor changes in 
such things as success ratios that wuld indica:e d 
hardware problem. The modules are norrally reset to 
zero at the beginning of each event. 

In the primary application 0: this nodule as a 
scaler, each of the four sections performs scaling 
(or adding) of up to 4 bits of ingut data. The out- 
put of each section is 4 bits. An overflaw bit, one 
per section, is setvidajumper selectable option when 
a" output equals or exceeds a count of 1, 2. 4, 8, or 
16. The user may select, via awther switch option, 
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to freeze the output and overflow of a given section 
at the occwdnce ai dn overflow condition or to use 
the overflow bit to cascade the sections Providing up 
to d 16 bit counter‘ within one nadule. The scaler can 
count as fast as CO XHr. 

Each section user, an ECL 1OlBl IC arithmetic 
logic unit (ALU) to scale input data. By using this 
ALU 2nd on board witches this rrodule is additionally 
capable of perior;iing several arithmetic arld logic 
functicns such as incrementing, decrementing and con- 
plementing d single input word. It can also be used 
for adding, subtracting, normal and exclusive ORinq/ 
NORing. Af(Ding anti :sNQing of tWo four bit input words. 

The two input registers in each section may be 
read ard written via CAMAC. The outPut of each ALU is 
also CWK readable. Each section has individual in- 
put Rcadys arld Clears. There is a General Module Clear 
and a General input Ready. This general Ready nidy be 
ORed to any irlput Ready via on board switches. 

General Logic Ksdule 

This module is similar to several COmmWCidl 
NIM logic rodules b5t uses ECL levels and is signifi- 
cantly less expwsive. It is used as a workhorse unit 
where isolated gates are required. It contains three 
sections of logic each capable of the following four 
logic functions, selectab!e using on board switches: 

&.E~.C~.G~.E~Q) + (0Ni.m:) = OUT1 

((A~+B~).C~.G~.EN~) + (ONj*aj) = OUli 

(((Al'Bi)+Cl)*Gi*ENi) + (ONl*mi) = OUTi 

((AitBitCl).Gi.ENi)t(ONi.~j) = OUTi 

where i = 1, 2, 3, and; 
EN1 is WAC controllable and is used to enable 

(or disable) the front panel inputs. 
OXi is CAIW controllable and is used to control 

the State of OUTi When the front Panel inputs 
are disabled. 

Ai, B.. Ci, Gi are front Panel input signals. Each un- 
used hi Input is interpreted as being in an on state, 
while orused Ai, Bi, Ci inputs are assumed to be in an 
off or zero logic State. CA,WC readable switches are 
used to selectlogic functions in each section. 

Note that the nodule can generate a number 
of Iogic functions and, via CAMAC, can be used to 
single-step through any subsystem for diagnostics. This 
is accomplished by inserting one section of logic 
between a Ready signal input and the Ready signal it- 
self. 

Section 4: Diagnostics, Monitoring 
and Host Computer Software 

for the Triqqer Processor - 

tiardware, whether at the rmdule or subsystem level, 
must be developed in association with the preparation 
of software used in its checkout and ,later in its oper- 
ation. In this section we describe OUT software and 
the knowledge we have gained of the relationship of 
software to har&xre levelopment and system operation. 

Checkout software has been Prepdred for all the 
nodull,s UC have designed. This will make future Pro- 
duction uf lhc.sc designs cnsier. OpcrJtional software, 
lo,ulitlg f.!LUs from a PUP-I1 for example, will also be 
available. 

A physics user of this system will be concerned 
with trio software areas. One is the programning of 

MLUs whose mcmOrioS Contain the functions or tables 
that control the Physics of the trigger. A general 
Purpose MLU loading SOftlraW package is beir,g pr?PJ'od. 
This ~(11 call subroutines Prepared by the "SW for 
each MLU. Examples of MLU progrdmmjng in the recoil 
trigger are described at the end of this section. 

Secondly, the experimental user most be convinced 
that the SYStom as configured does what. is intended zcd 
"Y wish to prepare d computer siwlation of any new 
triggering system. A simulation is probd>l:, only 
necessary for more complex systems. lt could be used 
oCCaSionallY during running conditions to coxp3ro with 
Processor results. Continuous monitoring of proc5scr 
PWformaoCf is probably best handled by usin:: cjdd 
Scaler modules to count various internal Processor 
conditions (such as the rwmber of false w&S) rnd 
reading these through CRISAC into the experiwntal on- 
line computer on every event. rhe experiren ers.and 
on-line software, can wnitor these scalers 4 as 1s dcre 
for other detector parameters) looking for sudden 
changes or unusual conditions that indicate equipwnt 
failurer 

The system being described is a new approach to 
experimental triggering involving a significant jury 
in complexity in an area where careful scientific 
practice is essential. liecause of this, we have chosen 
to bias toward overkill in our diagnostic and monitor- 
ing capabilities. In the following we describe the 
four broad weas of software development for the Pro- 
cessor. 

*ion and Desiqn Verification Studies 

Simulation and design verification studies were 
required in studying the operation of the Track Finder, 
particularly the Do 1.00~ Indexer. Although the func- 
tion served by the Indexer is quite simple to explain. 
the internal timing required to obtain very high speecl 
is tricky. 

The stnte diagram of the 00 Loop Indexer was first 
embodied in a Fortran program. This program wds run 
against thousands of randomly generated events. The 
output convinced us that the basic organitz:lon of 
gates and registers was (or in a few cases ~6s not) 
souod and the output wds complete enough that it was 
generally not too hard to understand the reason that 
certain attempts at minimizing the design failed. At 
least in the case of this module. it would have been 
a serious mistake to proceed without the siwlator. 
As hdrd\uare was produced, the simulator slowly turned 
into a diagnostic Program which calculated what was 
to be done and then exercised the hardware to i!Wre 
that the hardware did what was expected. Eventually, 
all of the modules in the Track Finder were incorpor- 
ated into the simulation, so that everything from the 
PWC receivers through the Track Stack could be oxor- 
cised as a unit. 

Simulation of d different kind is required to 
verify the loading of the various F:emory Look UP 
modules. This is not a simulation of hard:iare Per- 
formance as such, but rather a p.:?ux of determining 
tha+. Physics is being done correctly by the numbers 
placed in the I!LUs. As explained later, the numbers 
to be Placedin the MLUs dl'e first placed in disk files. 
The simulator runs can predict the output of a chzirl 
of MLUS by gcnrrating input dJtn and thrn foliowinq 
the path, refcrrillg to the disk files to g?'f F!LU Co,,- 
tents as required. System lrwl t,~rdwnrc checkout hil' 
be incorpordtcd into this simulator as well. 
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Low Level Diaqnostics 

Lov level diagnostics, performed on a single 
module or small groups of nadules have been designed 
at two levels. During development, an interactive 
control language was used to make simple tests and 
verify basic functions. Alternating patterns of data 
we written to and read from mermry. Such a facility 
is absolutely essential in first-level checking. At 
this stage in testing, it is extremely difficult to 
write a general program to exercise the mdule in 
every conceivably useful way. ~!owever, when a module 
has passed these simple tests, it is' then necesSary 
to apply tests at a higher level with a program which 
exercises the niodule at high rates, using highly ran- 
domized patterns. This brings out problems that af- 
affect only obscure cases. quirky timing and cr"Ss- 
talk problems and intermittent components. Once a 
module has passed this point, we can be quite certain 
that it really works, and it can be incorporated into 
the system. 

Law level tests of the second kind are programmed 
in Fortran using a common set of CAMAC diagnostic 
routines. Checking any given module configuration 
involves generating a single subroutine which actually 
performs the tests. CAMAC handling, error message 
generation etc. are all handled in common service 
routines. About two pages of code will usually suf- 
fice to exercise a module thoroughly. It has become 
very clear in the course of the project that both 
kinds of low-level diagnostics are essential. Develop 
mental debugging cannot be successful with an in- 
flexible Fortran diagnostic. Modules cannot really 
be verified without using a high-rate and complex 
diagnostic. 

System Level Diagnostics 

High level diagnostics develop naturally out of 
the simulation studies by incorporating hardware 
checking into the simulation. These are meaningful 
only after the hardware has already passed the low 
level tests. Ile do not see many module hardware 
errors with these programs. They are essential for 
checking complicated Subsystems like the Track Finder 
and for making Sure that the system as a whole is con- 
nected properly. (It is probably true that most 
failureS will be cable problems). They are perhaps 
west helpful in forcing the overall configuration 
design to be thought through in detail to the point 
where it can be programmed. 

Monitoring of physics data accepted and rejected 
by the processor provides the ultimate systems level 
check on the correctness of the in:er-module wiring. 
of what has been loaded into the memories, as well as 
of hardwzre failures or errors. Additionally the 
processor records in the Quad Scalers and in CAMAC 
readable latches information related to why events 
are accepted or rejected. As noted earlier this in- 
formation can be monitored on an event by event basis 
to detect subtle or drastic changes resulting from 
hardware failures. 

Loadinq Proqrammable Modules 

The fourth type of software required is that used 
to load the HLUs and otherwise configure the processor 
so that it does physics. Most of the procedures for 
generating the MLU contents are straightforward; 
Several quantities come into the fiLU through the 
addreSs port and several leave through the data port; 
the physicist writes a subroutine that embodies a 
particular function. The subroutine is called by ihe 
NLU Loading Program which finds out [from a disk file) 

where the variOUS input and output fields are found 
within the input or output port, and builds the 1.1~" 
load accordingly. The subroutine norrally is a functjon 
of a number of parameters which are stored in a co-m"" 
parameter file. These parameters can be entered from 
the on-line computer terminal. By using the save para- 
meter file for all KLUs in the system, consistency is 
assured. An MLU load file is also maintained by the 
Loading Program. Whenever a parameter is changed or a 
new subroutine initiated. the subroutine is called and 
the MLU memory load is prepared and placed in the XU 
load file. When appropriate (beginning of the next 
data run or as requested from the computer console) all 
MLUs are loaded and verified in a fex seconds from the 
designated MLU load file. At the beginning of each 
data run the MLU load file, the f<LU parameter file, and 
all other parameters that define completely the proces- 
sor configuration to be used during the run, are 
written on the data tape. This prwides a permanent 
record for later analysis. Cawr?nts are also recorded 
to aid in interpreting the processor configuration 
duriny experimental analysis. Details on the eLU 
loading package and its use are provided in the System 
Documentation referred to earlier. 

h~awinq the MLUs: The Recoil irioqer aS an Example 

In earlier sections we have described the recoil 
trigger in general outline and its track rir.diny sub- 
system in Some detail. Once the track paransters cre 
determined much of the burden of the recoil trigger 
decision falls on the f,ItU modules. >:e shall describe 
here how these units perform the tziks of calibration 
and correction of scintillator pulse heights, of test- 
ing different hypothesis of particle type and kinetic 
energy, and finally of combining the resulting infor- 
mation and making the trigger decision. 

The NLU modules which are respcnjible for cali- 
bration correct for zero signal level (pedeital sub- 
traction), relative gain of the input channels. non- 
linear response of the photomultiplier t&s, and 
the attenuation of signals in the scintillatar zo'iuit 
as a function of the track location in the detectors. 
There is one MLU for each of the four different 
scintillator layers. The signals from one cnlarimetcr 
module aS well a5 the position of the trzck in tha: 
module (computed by another MLU) are input to the :lLU 
(seven bits and six bits respectivei:/). The everaze 
behavior of the fifteen rhannels is used to pre?rogran 
the memory with all combinations of incoming pulse erea 
and position in the detector. A constant pedestal is 
subtracted. Next, a simple quadratic correction is 
made for the saturation of photomultiplier tubes dc- 
cording to the formula: 

Corrected Signal = Signal x (1.0 + (o x Signal)) 

where o is a saturation coefficient characteristic of 
the photomultiplier tubes when used in the relevant 
range of signals. 

The attenuation correction is as large as a fxtor 
of three or four. Thus the input seven bits of in- 
formation, carry only f/ve bits of equivalent informa- 
tion for signals at the farthest part of the detector. 
For this season. only five of the available eight "u:- 
put bits are used in this application. (Note that oniy 
10. instead of the maximum 16, P&Is need to be loaded 
into these MLUs saving $250 per module). 

Even much more complicated mapping of in?ut bits 
to output bits is performed by two other KLU rxdules in 
order to identify a particle as a proton with a parti- 
cular kinetic energy. 
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The amount of light emitted in scintillation 
materia; is proportional to the energy lost and is 
given b:, :he following trvnsccndental equation (fran 
the Beth?.Ylo‘k equation): 

Light -r $ 0.n A7 - 26' - YJ 

where 1 is the particle velocity and 6 and y are con- 
stants. : further complication is given by the fact 
that 2s t3e particles transverse the active rlediw 
they loose some of their physically sjgnificant orig- 
inal kiretic energy (and. therefore, velocity R). A 
program was written by G. Hartrler ta'predict the 
amOunt of light expeczed for a particle of given kin- 
etic energy (KE) entering the counter at an angle e, 
correcting for energy loss along the way and satura- 
tion of light output by the scintillator near zero 
energy. These results were then fitted to the 
easily inverted pair of equations yiven below. F3r 
particles stopping in the scintillation counter: 

Light % 3: + exp (6 + yen(KE-KEo) + 6&(KE-KEo)} 

For part<:leS penetrating completely through the 
counter: 

Light ?r a' + exp iB' + Xy'J 

where 

X = 6' E' en(KE-KEo) + $ 

and all Sreek letters are angle dependent parameters. 
For !?any values of light intensity. both of the aoove 
possibilities (penetrating and non-penetrating) exist. 
Thus, it is necessary to consider the information 
from two neighboring concentric layers of scintillator. 
One MLU receives the corrected energy deposited in- 
formation for the two inner scintillators and another 
HLU receives this data for the two outer counters. 
Both also receive csc 3. The Fortran subroutines 
for these MLUs each calculate (for all possible input 
data to the MLU) four energies. These correspond to 
the two possibilities (penetrating and non-penetrat- 
ing) o%tained by inverting the two equations above 
for each of two counters. These energies are fitted 
to four particle hypothesis, proton, pion, kaon, and 
electron, and the penetrating vs. non-penetrating 
possibility. Two bits are set indicating that the 
track is either possibly, definitely or definitely 
not a proton. The output also includes the kinetic 
energy c,nouted for the best hypothesis. The results 
from the wo NLUs (for the inner and outer p,?irs of 
counters1 are combined and checked for consistency in 
two other I,:tUs which output a final track energy and 
particle type. Note again that the Fortran sub- 
routines for all the IMLUs try all input bit combina- 
tions and the results are downloaded to the MLU for 
erentual high speed output during on-line operation. 

The energy deposited in the detectors and the 
resulting digitized information are effectively 
linear z?d start from zero. These limitations are 
not placed on NLU module outputs. The output bits 
are essentially addresses of output information. 
Thus, the first output number (bin1 might be an over- 
flow or nonsense signal. The next bin might b? a few 
units of kinetic energy and the size of the bins may 
increase very nonlinearly. In fact, the following 
tin edge encoding algorithm is used in moving kinetic 
energy information fron one MLU module to another: 

KEout -. (Bin N"mber)Powe' + Constant. 

This algorithm is matched fairly well to the kinetic 
energy resolution of the detectors and, therefore, 
loses no information while compactin 
range into a fw (in this case. five 

a large dynamic 
3 bits. 

Another appl'ication of theMLU nodule is the corn- 
bination of various trigger information into the final 
trigger criteria, often with sliding thresholds. In 
addition to the calculated missing mass observed for a 
recoiling proton, the existance of other tracks in the 
recoil system cotninq from the same vertex. the scaled 
number of dawnstrcilm tracks in the recoil system. 
numbers of neutral particles or low energy electrons 
observed - all are used as input to an MLU module 
loaded with predetermined combinations acceptable for 
triggering. For those events in the missing mass 
range of highest interest, the other criteria say be 
set loose. For study, one may trigger with one or 
more criterion removed and others tightened to get a 
purer sampling of events. Separate bits correspond- 
log to different types of triggers are used. Some 
are prescdled external to the processor before being 
recon;bined for final master trigger generation. 

In addition to the attempted calculations from 
all possible input bit combinations. the inputs are 
rested for consistency. In many applications, some 
rnput combinations are not physically possible or 
meaningful. Typically, one number among the possible 
out 
bit 7 

ut numbers (notice, one number rather than one 
is reserved to signify such data status. At 

other times, a bit is reserved for this purpose and 
the processor cycling is aborted rather than follow 
such configurations to the end. 

These exampler shcw how the MLU modules are 
?ppropriate for use whenever all possibilities for 
Input Information can be preprocessed to give output 
information. The amount of memory used here is 
already as large as is found in many on-line computers. 
This combined with the greater speed and the ability 
to use off-line analysis in generating output tables 
gives these devices more power than one can obtain. 
for example, by using on-line computers for event 
selection. 

>ection 5: Sus 

The status to date of the Recoil Triggering 
System is as follows. All modules are designed and 
production quantities on all but one design have 
been built in-house or have been received front v&or% 
Forty percent of the hardware including the Track 
Finder Subsystem has been tested. System diagnostic 
softivare and on-line data taking software are current- 
ly being worked on irl parallel. 
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